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Motivation 

Exp. 1: Regularities in VSTM 

Information Theoretic Model Exp. 2: Regularities Between Objects 
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- Observers remember more colors when they can rely on statis-

tical regularities. 

- This VSTM capacity is consistent with a fixed capacity in bits 

rather than in terms of number of objects. 
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-> Bayesian Model of Learning 

-> Huffman Coding Model 

- d is the observed color pairs 

is the prior on how strongly 

observers believe color pairs 

will be drawn uniformly 

- We wish to estimate the poste-

rior on , p(

-> Model Results 

Q. Are observers just remembering a few 

colors and guessing the rest using the 

regularities?

20% of
probability massMethod: 8 AFC -> What color was the highlighted circle? 

Observers remember more colors when the 
pairs they appear in are predictable 

Memory capacity is constant 
in the number of bits

   remembered, rather than 
the number of colors. 
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Huffman Coding Example: 

VSTM capacity is typically measured on displays where items appear in random 

locations, and estimates of capacity range from 3-4 colors and from 1 to 2 com-

plex shapes (Luck & Vogel, 1997; Alvarez & Cavanagh, 2004).

However, in the world items do not appear randomly -- they tend to covary. This 

covariance should reduce the information needed to remember the displays

(Shannon, 1948).
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Tallies observed color pairs to estimate the probability of seeing each pair 

Uses probabilities from the learning model to encode the stimuli efficiently 

Exp. 1 Data 

Exp. 2. Data 

In block 10, the 
displays
became

   uniformly 
distributed
for the

   patterned 
group

The data are also consistent with a model of 

VSTM capacity in terms of a fixed number of 

‘chunks’, where frequently associated colors get 

put into a single slot.

However, such a model is simply an all-or-nothing approximation to 

the compression algorithm described here. 

A. No - Even when only the low 
frequncy pairs are considered, 
capacity improves over time. 

The number of bits required to match observers’ performance in each
block, based on the coding model 

Patterned group color pair statistics: 

Can observers take advantage of statistical regularities to  
remember more colors in VSTM? 

Observers use regularities between objects as well as 
within  objects. Memory capacity is still constant in bits. 
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